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c CEA Saclay, DEN/DM2S/SEMT/LM2S, 91191 Gif/Yvette, France

Received 4 July 2007
Available online 7 November 2007
Abstract

This study focuses on the concrete behavior subjected to moderate temperatures, with a particular emphasis on the transient thermo-
hydric stage. A simplified coupled thermo-hydro-mechanical model is developed with the assumption that the gaseous phase is composed
uniquely of vapor. Estimations of the mechanical parameters, Biot coefficient and permeability as a function of damage and saturation
degree are provided by applying effective-medium approximation schemes. The isotherm adsorption curves are supposed to depend upon
both temperature and crack-induced porosity. The effects of damage and parameters linked to transfer (in particular the adsorption
curves) on the concrete structure response in the transient phase of heating are then investigated and evaluated. To this aim, the model
is applied to the simulation of concrete cylinders with height and diameter of 0.80 m subjected to heating rates of 0.1 and 10 �C/min up to
160 �C. The numerical results are analyzed, commented and compared with experimental ones in terms of water mass loss, temperatures
and gas pressures evolutions. A numerical study indicates that some parameters have a greater influence on the results than others, and
that certain coupling terms in the mass conservation equation of water may be neglected.
� 2007 Elsevier Ltd. All rights reserved.

Keywords: Modeling; Thermo-hydro-mechanical coupling; Numerical simulations; Concrete; Damage; Water transfers
1. Introduction

The behavior of concrete is a topic of great concern in
the context of radioactive waste management where these
materials could be intensively used in the construction of
interim storage structures. In such conditions, concrete is
typically subjected to thermal and mechanical loadings
inducing moisture transfers spanning over several centu-
ries. Similar loading conditions may also be encountered
in nuclear plant containments undergoing temporary acci-
dental situations. To describe properly both short and
long-term behavior of concrete undergoing thermal load-
ings, many researchers have highlighted the importance
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of coupled models involving heat conduction, liquid and
gaseous water flow, and interactions of these fluid phases
with the solid skeleton (see e.g. [1,2]). Traditionally, a
Biot-like formulation is employed to reproduce such
solid-fluid interactions, leading to complex non-linear cou-
pled systems of equations (e.g. [3–6]). The dependence of
transport and hydromechanical parameters on cracking is
also of great importance and has been investigated in the
case of brittle materials for example by [7,8] by means of
damage variables. However, taking into account the detri-
mental effects of cracking on these physical properties
introduces further non-linearity and increases both calcula-
tion times and convergence problems in the numerical sim-
ulations. In addition, in the case of partially saturated
materials (which are typical conditions for the applications
considered in this study), the saturation degree Sl is known
to play an important role in the mechanical behavior via

mailto:benoit.bary@cea.fr


Nomenclature

a radius of the ellipsoids
b Biot coefficient
b* Biot coefficient in saturated conditions
c heat capacity of concrete
d water released in the porosity due to dehydra-

tion
fi(r) pore size function characterizing the ith pore

class
h thermal convection coefficient
hr relative humidity
k bulk modulus
kc permeability of microcracks
ks bulk modulus of the solid phase
kei permeability coefficient of phase i

kmi permeability to phase i of the matrix
kri relative permeability of phase i

m parameter of the damage evolution law
mds mass of dry solid phase (cement and aggregate)
mi mass per unit material volume of phase i

pc capillary pressure
pl pressure of the liquid phase
pvs saturation vapor pressure
q heat flux
�r mean curvature radius of the gas–liquid inter-

face
si entropy of phase i
sds entropy of the dry solid phase
t thickness of the adsorbed water layer
vl velocity of phase i

wi mass flux of phase i

A strain localization tensor
Cpi mass heat capacity of phase i

Cds heat capacity of dry solid phase
H Heaviside function
I second order identity tensor
J deviatoric projection operator
K intrinsic permeability tensor
L hydrostatic projection operator
Ll?v heat of vaporization
Ls?l heat of dehydration
Mv molar mass of water

N microcrack density number
Ri average radius of the pore class i
Sl saturation degree
Slp saturation degree at which microcracks are emp-

tied and pores are filled by water
T current temperature
V(r) cumulative volume of accessible pores having

radii r0 > r

/i pore volume associated with the pore class i

Vi(r) volume of size distribution function i
X aspect ratio of the ellipsoids
a coefficient of thermal expansion
as coefficient of thermal expansion of solid phase
e strain tensor
e bulk strains
es bulk strains of the solid phase
e0 initial strain threshold
/ total porosity
/0 initial total porosity
/c crack-induced porosity
/cc volume fraction of inclusive phase correspond-

ing to the percolation threshold
/d fraction of the porosity due to dehydration of

the solid phase
/l fraction of the porosity occupied by water
k thermal conductivity
gi dynamic viscosity of the phase i

l shear modulus
ll?v rate of evaporation of water per unit volume
q microcrack density parameter
qi density of the water in phase i

r stress tensor
r bulk stress
rs bulk stress of the solid phase
rgl gas–liquid interfacial tension
np saturation level of porosity
nc saturation level of microcracks
x water mass loss
H contact angle between the gas–liquid interface

and the solid phase
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the interaction Biot tensor (e.g. [9]), and in mass transfer of
water. In this latter case both gaseous and liquid transport
properties are indeed strongly affected by the quantity of
water present in the pores, which depends mainly on capil-
lary pressure, temperature and material microstructure. In
practice, the experimentally obtained isotherm adsorption
curves usually provide a macroscopic measure of Sl as a
function of the relative humidity and for a given tempera-
ture, and integrate various phenomena occurring at the
microscopic scale, as capillary condensation, surface ten-
sion and disjoining pressure (see e.g. [10,11]).
In this study we focus on the thermo-hydro-mechanical
behavior of concrete subjected to temperature increases up
to 150–200 �C, with possible different heating rates. In the
literature, several physically well founded coupled models
are available for such purposes, which are characterized
by a complex set of equation to solve. The questions
addressed here are as follows. Given the complexity of
the coupled THM problem applied to concrete, we investi-
gate the ability of simplified models to produce satisfying
results when compared to experimental data, with a special
regard to water mass transfers which play a crucial role in
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the transient phase in the case of moderate heating. By
transient phase, we mean the stage where both temperature
and induced hydric gradients, which are known to possibly
generate cracking, are important. It is indeed expected that
when quasi-permanent conditions are achieved in terms of
temperature and hydric changes, then the material does not
experience additional detrimental phenomena, with the
exception of creep and other long-term processes which
are out of the scope of this work. In this study, the effects
of isotropic damage are also evaluated and introduced in
the mechanical and transfer parameters and their impact
on macroscopic behavior analyzed, so as to verify the inter-
est of such a development relating to mass transfers and to
the particular loading cases considered. A simplified cou-
pled model is developed to this aim on the basis of the
mechanics of partially saturated porous media. The main
simplification consists in assuming that the gaseous phase
is composed uniquely of vapor. This assumption permits
to combine the two initial mass conservation equations of
water in liquid and gaseous phase into a single one, leading
to considerably reduce the system of equations. Dehydra-
tion of the solid phase due to temperature increase and
associated release of water in the porosity are considered.
The constitutive equation for the skeleton relies on the con-
cept of effective stresses in which only the (negative) liquid
phase pressure is supposed to interact with the solid phase
via the Biot coefficient. Tension-induced cracking is intro-
duced in the model by means of an isotropic damage model
where microcracks are represented by randomly oriented
penny-shaped ellipsoids. Estimations of the mechanical,
hydro-mechanical and transport parameters are obtained
as a function of the saturation degree and damage by
applying effective medium approximation schemes. The
isotherm adsorption curves are supposed to evolve with
temperature (which modifies physical properties as water
density and gas–liquid interfacial tension) and damage
(which provokes additional porosity). The governing equa-
tions are solved with the finite element method in the
Cast3m code. The model is applied to the simulation of
concrete cylinders behavior with height and diameter of
0.80 m subjected to heating rates of 0.1 and 10 �C/min up
to 160 �C; the results are analyzed and compared with
available experimental data. A numerical study on the role
of the main hygromechanical parameters reveals that some
coupled terms in the governing equations may be
neglected, and that some parameters have a far larger
impact on the results than other ones.

2. Modeling

2.1. Mechanical behavior

The developments presented in this section are an
abridged version of the modeling formulation given in
[12]; the reader is invited to refer to these works for more
details. In particular, the introduction of an isotropic
micromechanics-based damage variable and its effects on
the main mechanical and transfer parameters are only
briefly presented in the sequel, and emphasis is given on
the concepts, assumptions and principal results. The
mechanical behavior of the material is classically expressed
by adapting the Biot formulation to the unsaturated condi-
tion case (see e.g. [1–3]). Only infinitesimal transformations
are considered. It is supposed to simplify that the interac-
tion of the gaseous phase and the skeleton is negligible rel-
ative to the one of the liquid phase. This assumption is
equivalent to considering that the capillary pressure pc

results essentially from the liquid phase pressure pl, i.e.
pc � �pl. It may be justified in partially saturated condi-
tions since the capillary pressure reaches typically several
tens of MPa, and even much more for lower saturation
degree Sl, according to the Kelvin’s law (see Eq. (14)).
The capillary pressure is then theoretically much greater
than the one of the gaseous phase for Sl lower than about
0.9. The stress tensor r is expressed as:

r ¼ 2lJ : eþ 3kL : e� bIpl � 3akhI ð1Þ
where e is the strain tensor, L and J are projection opera-
tors such that L = 1/3I � I and J ¼ I�I � L with I the sec-
ond order identity tensor, l and k the shear and bulk
moduli in isothermal drained conditions, b the Biot coeffi-
cient, a the coefficient of thermal expansion, and
h = T � T0 with T and T0 the current and initial tempera-
tures, respectively. The bulk stress r = 1/3(I : r) is related
to the bulk stress of the solid phase rs = 1/3(I : rs) with
rs the stress tensor of the solid phase, by (see e.g. [2]):

r ¼ ð1� /Þrs � /lpl; rs ¼ kses � 3asksh ð2Þ
in which es = I : es with es the strain tensor of the solid
phase, ks and as are the bulk modulus and thermal expan-
sion coefficient of the solid phase, respectively, and / and
/l designate the total porosity and its fraction occupied
by water (such that /l = Sl/), respectively. These relations
will be helpful to derive the mass conservation equation for
the water in the next section. In the same spirit, it is also
useful to express the evolutions of the porosity as a func-
tion of the bulk strains es and e = I : e. It appears then nec-
essary to introduce the porosity fraction due to
dehydration of the solid phase, /d(T), consecutive to a tem-
perature increase (see e.g. [13]). Likewise, the porosity
/cðqÞ caused by microcracks opening has also to be taken
into account, where q is the microcrack density parameter
(see next subsection). Extending the approach of [2] with /0

the initial total porosity, the following results are obtained
for / in both explicit and incremental form:

ð/� /0 � /d � /cÞ ¼ ð1� /þ /d þ /cÞe� ð1� /0Þes ð3Þ
d/ ¼ ð1� /Þde� ð1� /0Þdes þ /0d dT þ /0c dq ð4Þ
2.1.1. Damage model

We briefly expose in the sequel the bases of the damage
formulation used for estimating the effects of microcracks
on the main mechanical and transfer parameters; a detailed
presentation of the model is given in [12]. The proposed
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isotropic damage model relies on a micromechanical
approach, in which all types of microdefects are repre-
sented by penny-shaped ellipsoids. Such approaches are
not new and have served to estimate the mechanical param-
eters of microcracked media (see e.g. [14,15]), and have also
been applied to the case of porous media for example by
[16,17]. For this latter case, one of the main interests is that
the hydromechanical parameter can be also evaluated by
means of the approximation scheme used for estimating
the mechanical ones. Adopting such well-defined damage
description allows then to conserve certain uniformity
when estimating various physical properties (mechanical
as well as transport ones). Here we choose a single scalar
damage variable interpreted as an isotropic representation,
by means of penny-shaped ellipsoids, of all types of micro
(and macro)-defects induced by cracking.

In this study, concrete is viewed as a porous material
composed of a homogeneous matrix in which are dispersed
spherical inclusions representing porosity, and penny-
shaped ellipsoids describing microcracks. These two fami-
lies of inclusions are supposed to have well separated
dimensions in typical conditions. For example, capillary
pores are commonly defined as those ‘large’ pores with size
greater than 0.1–1 lm up to a few hundred of lm (while
pores of lower size are designated as inter and intra
hydrates pores), which is assumed much smaller than the
ellipsoids radius for moderate damage states. We also sup-
pose that they are connected such that both gaseous and
liquid phase are subjected to the same pressures in the
two inclusion families. We assume to simplify that the ellip-
soids are identical and randomly oriented, this latter
assumption being necessary to comply with the isotropy
condition. The ellipsoid distribution is classically charac-
terized by the density q = Na3, with N the density number
and a the radius of the ellipsoids. Denoting as 2c the crack
opening (dimension of the ellipsoid in the revolution axis
direction), the volume fraction of microcracks is then
/c = 4p /3qX, with X = c/a the aspect ratio of the ellipsoid.
Since we consider two classes of inclusions with average
size difference of several orders of magnitude, we adopt a
two-steps homogenization procedure to estimate the effec-
tive physical properties (see Fig. 1). The first stage is
cracksmatrix 

Second stage 

Fig. 1. 2D sketch of the two-step
formed by the porosity and the concrete solid phase,
whereas the second step consists in the homogeneous phase
resulting from the first stage, in which are randomly dis-
persed the penny-shaped inclusions. We choose to apply
the interaction direct derivative (IDD) scheme developed
by Zheng and Du [18] to estimate the mechanical and
hydro-mechanical properties. This scheme has the advanta-
ges to be explicit and quite simple, and to not violate in
certain circumstances the Hashin–Shtrikmann bounds con-
trary to the widely used Mori–Tanaka (MT) scheme (see
e.g. [19]). The detailed calculations leading to the estima-
tion of the mechanical parameters kIDD and lIDD for open
microcracks may be found in [12]; the results are given by:

kIDD

ks

¼ 1þ
/pT h

p

1� /p

 !�1

1þ qah
I

1� qah
II

� ��1

;

lIDD

ls

¼ 1þ
/pT d

p

1� /p

 !�1

1þ qad
I

1� qad
II

� ��1

ð5Þ

where T h
p and T d

p are the hydrostatic and deviatoric parts,
respectively, of the isotropic (dilute) strain localization ten-

sor Ts
p ¼ I ð4Þ � Rs

p

� ��1

, with Rs
p the Eshelby tensor of a

spherical inclusion in the solid matrix and I(4) the fourth or-
der identity tensor; ah

I , ah
II , ad

I and ad
II are coefficients result-

ing from an average procedure over all possible
orientations of microcracks (see [12] for further details).
2.1.2. Estimation of the Biot coefficient

The evaluation of the Biot coefficient is based on the
consideration that the macroscopic stress ri generated by
any microscopic homogeneous eigenstresses (or strain-free
stresses) piI acting in the inclusion family i reads (see e.g.
[17,20]):

ri ¼ �hT A : piIi ¼ �/ih
T
A : piIii ¼ �/T

i Ai : Ipi ð6Þ

where A is the strain localization tensor, h � i and h � ii de-
note the average operations over the whole volume and the
volume of phase i, respectively, and Ai = hAii. We apply
this equation to the case of our porous material subjected
to the pore pressure pl in the volume fraction /l; indeed
porosity 

First stage 

homogenization procedure.
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pl can be interpreted as an eigenstress which develops in the
inclusions formed by the space occupied by water. To eval-
uate /l, we suppose that the same water pressure pl exerts
in the two inclusion families of the material. We further
adopt the hypothesis that the microcracks first totally
desaturate before porosity begins to empty in the case of
desaturation from saturated state. Conversely, the micro-
cracks are supposed to resaturate after porosity in the case
of an imbibition process. With these definitions and
assumptions, the effective Biot coefficient b is obtained in
the form [12]:

b ¼
qah

I ð1þ /pðT h
p � 1ÞÞnc þ /pT h

pð1� qah
IIÞnp

ð1þ /pðT h
p � 1ÞÞð1þ qah

I � qah
IIÞ

ð7Þ

where np and nc are coefficients varying from 0 to 1 and
indicating the saturation level of porosity and microcracks,
respectively. They are defined as:

nc ¼ 1þ
/p

/c

� �
Sl �

/p

/c

� �
HðSl � SlpÞ;

np ¼ 1þ /c

/p

 !
Sl 1� HðSl � SlpÞ
� 	

þ HðSl � SlpÞ ð8Þ

where Slp = /p/(/c + /p) corresponds to the saturation de-
gree at which microcracks are emptied while pores are filled
by water, and H is the Heaviside function.

It appears from Eq. (7) that for undamaged material
(q = 0), b varies linearly with Sl as b = b*Sl, where b* is
the Biot coefficient in saturated conditions. For damaged
material, b is a bilinear function of Sl; the bifurcation point
at which the microcracks are totally emptied and the pores
totally filled with water corresponds to Sl = Slp. It should
be noticed that the evolutions of b as proposed here do
not take into account the surface effects associated with dis-
joining pressure and surface tension which dominate in
very fine pores (<5 nm). These effects may become impor-
tant for lower saturation degree levels, and may lead to sig-
nificant deviation from linearity in this domain (see e.g.
[21]).
2.2. Governing equation for the water

2.2.1. Mass conservation equation

As water is present in both liquid and vapor form, the
mass conservation of water includes necessarily, for general
situations, 2 equations which take classically the form:

o

ot
ðmlÞ ¼ �r � ðmlvlÞ � ll!v þ _d;

o

ot
ðmvÞ ¼ �r � ðmvvvÞ þ ll!v ð9Þ

in which ml = /(d)ql(T,pl)Sl and mv = /(d)qv (T,pv)(1 �
Sl) designate the mass per unit material volume of liquid
water and vapor, respectively, with qi the density of the
water in phase i, i 2 {l, v} for liquid and vapor; ll?v is
the rate of evaporation of water per unit volume; vi is the
velocity of phase i and _d is also a source term representing
the rate of water released in the porosity due to dehydra-
tion. This latter quantity may be related to the mass of so-
lid skeleton ms through:

oms

ot
¼ � _d ð10Þ

Combining Eqs. (9a) and (9b), we obtain:

ðSvqv þ SlqlÞ
o/
ot
þ / ql

oSl

ot
þ qv

oSv

ot
þ Sl

oql

ot
þ Sv

oqv

ot

� �

þr � ðwl þ wvÞ þ /ðSvqv þ SlqlÞ
oe
ot

¼ _d ð11Þ

where wi = qi/Si(vi � vs) stands for the mass flux of phase
i, with vs the velocity of the solid phase; in Eq. (11), use is
made of the classical simplification $ � (vs) � oe/ot [4]. As
mentioned in the introduction, it is assumed that the gas-
eous phase is only composed of vapor. This permits to lar-
gely simplify the model since the dry air which is initially
mixed with vapor in this gaseous phase is totally neglected.
As a consequence, no mass conservation for this constitu-
ent is required. According to the authors, several points
may justify this hypothesis. First, the initial quantity of
dry air present in the material is small, since typical satura-
tion degree of concrete is generally greater than 0.9–0.95.
Then, when temperature increases, evaporation augments
and the vapor produced becomes progressively dominant
in the gaseous phase, and replaces the air as transfers take
place. Second, it has been demonstrated that the major
process governing transfer phenomena for weakly perme-
able materials in ambient temperature conditions is the
migration of liquid phase due to capillary pressure gradi-
ents, while transfers in gaseous phase are quasi-negligible
(see e.g. [22]). With this hypothesis, the main phenomenon
controlling the transport of water in both liquid and vapor
state is the fluid conduction, since no diffusion processes
can occur in the gaseous phase composed of a single con-
stituent. Then, classical Darcy’s law are used for expressing
wi:

wi ¼ �qi
K

gi
kriðSlÞrpi ð12Þ

where K is the intrinsic permeability tensor, kri and gi are
the relative permeability and the dynamic viscosity of the
phase i, respectively. In the following, it will be supposed
that K depends upon the considered phase. Indeed, exper-
imental values of so-called ‘intrinsic’ permeability obtained
with gas in typical conditions are commonly reported to be
greater by up to two orders than the ones measured with
water (see e.g. [23]). It may be justified at least partly by
the fact that the water adsorbed on the pore walls has spe-
cific properties which differ significantly from the ones of
the bulk water. In particular, its transport properties are
considerably reduced; moreover, the adsorbed water layers
lessen the pore and crack sizes subject to the water flux.
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Another reason may reside in the fact that the drying pro-
cedure (generally carried out at about 100 �C) applied to
the specimen before performing the gas permeability test
may generate diffuse microcracks and initiate the dehydra-
tion of certain solid phases (in particular ettringite which
becomes thermodynamically unstable above about 60 �C),
and consequently may artificially increase the permeability
value to gas with respect to the ‘true’ intrinsic permeability.
For convenience, we denote kei the permeability coefficient
such that kei(Sl,q)I = K. We suppose that permeability re-
mains isotropic for the damaged material, and that it is
not affected by crack closure and state of stresses.

Introducing Eq. (4) into Eq. (11) in which es is elimi-
nated with the help of Eqs. (1) and (2), we arrive at:

b�
oe

ot
þ �-

oSl

opc

þ b� /Sl

ks

þ /
qlv

Sl

oql

opl

þ Sv

oqv

opl

� �� �
opl

ot

þ N
ks

oq
ot
þ 1

qlv

r � ðwl þ wvÞ þ
/
qlv

Sl

oql

oT
þ Sv

oqv

oT

� ��

þ-
oSl

oT
þ /0d þ 3a

k
ks

� 3as 1� /ð Þ
� ��

oT
ot
¼

_d
qlv

ð13Þ

in which qlv = Slql + Svqv, - = /(ql � qv)/qlv � pl/ks(/
� ob/oSl), and N ¼ plob=oq� ðe� 3ahÞok=oqþ /0cþ
-ksoSl=oq. In Eq. (13), it is implicitly supposed that Sl

varies as a function of pc, T and q, oks/oT = 0, ks� rs � pl.
As already mentioned, the function Sl(pc,T,q) integrates a
high level of microstructural information in terms of pore
size distribution and connectedness. In practice, it is more
encountered in the form Sl(hr,T,q), where hr = pv/pvs is
the relative humidity and pvs the vapor pressure at satura-
tion, for the reason that this latter can be determined by a
simple (while time-consuming) experimental procedure.
The Kelvin’s law permits to carry out this change, though
it is known that for lower hr values this relation may be
inappropriate due to dominating surface tension and
disjoining pressure effects (see e.g. [3,24]). To simplify
and because of the lack of precise information in this range
of relative humidity, the Kelvin’s law will be utilized in this
study:

pc ¼ �ql

RT
Mv

ln hr ð14Þ

where Mv is the molar mass of water.
2.2.2. Estimation of the permeability to gas and water

We now proceed to estimate the permeability coeffi-
cients kei of the material as a function of the damage state
represented by a given microcrack density and saturation
kel ¼
1

2
aþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ 4ðkckmlÞ1=tl ½nc/cvþ vð1� nc/c � ð1� ncÞ/

q��

keg ¼
1

2
a0 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a02 þ 4ðkckmgÞ1=tg ½ð1� ncÞ/cvþ vð1� ð1� ncÞ/

q��
degree. We adopt the simple approach based on the self-
consistent scheme and initially proposed by [25]. This
approach, called Generalized Effective Media (GEM) for-
mulation, takes advantage of the well-known percolation
feature of the self-consistent scheme, and introduces two
adjusting parameters for characterizing the percolation
threshold and the exponent in the percolation equation.
It has been used to assess transport properties in problems
of conduction, diffusion and permeability, although it is
known that the resulting estimates may violate the
Hashin–Shtrikman bounds in certain situations depending
on the parameter values (see e.g. [26]). In this study, verifi-
cations have been made to make sure that these bounds are
respected. The basic implicit equation of the GEM for two-
phase media reads [25]:

/i Ri � Reð Þ
Ri þ vRe

þ 1� /ið Þ Rm � Reð Þ
Rm þ vRe

¼ 0

with v ¼ /cc

1� /cc

ð15Þ

In this relation, Rj ¼ r1=te
j with rj the transport property of

phase j (j = i, m and e stands for inclusion phase, matrix and
effective medium, respectively), te is the percolation expo-
nent and /cc is the volume fraction of inclusive phase corre-
sponding to the percolation threshold. These last two
quantities are considered as adjustable parameters. The
classical self-consistent scheme for two-phase media com-
posed of spherical particles is recovered when t = 1 and
/cc = 2/3. Applying such approximation scheme to estimate
the permeability requires additional assumptions regarding
the flow process in the penny-shaped ellipsoidal inclusions.
Following [16] among others, we suppose that the flow in
the microcracks can be approximated by a Poiseuille flow
between two parallel plates separated by the distance 2c.
Let kml and kmg designate the permeability to water and
gas of the matrix composed of the solid phase and the
porosity, and kc the permeability of the cracks; we then have
kc = c2/3 = (q/N)2/3X2/3. kmj corresponds to the permeabil-
ity of the undamaged material and may be obtained exper-
imentally for each fluid phase. The well-known function
introduced by [27] is further used to modify the effective va-
lue of kml as a function of Sl, whereas the correction func-
tion proposed by [28] is adopted to adjust the one of kmg

(see Appendix A). Applying the GEM equation to the dam-
aged material (step II of the homogenization procedure in
Fig. 1) and retaining the scenario describing the saturation
and desaturation process of microcracks and porosity as
proposed in Section 2.1.2, the following expressions for
the permeability to liquid kel and to gas keg are found:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cð1þ vÞÞ�

��tl

ð16Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

c � nc/cð1þ vÞÞ�
��tg

ð17Þ
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with a0 ¼ k1=tg
mg ð1� /cð1þ vÞÞ þ k1=tl

c ðð1� ncÞ/cþ vðð1�
ncÞ/c � 1ÞÞ, a ¼ k1=tl

ml ð1� /cð1þ vÞÞ þ k1=tl
c ðnc/c þ vðnc/c�

1ÞÞ, v = /cc/(1 � /cc), tl and tg are the exponents of the per-
colation equation for the liquid and gas, respectively. The
percolation threshold is difficult to evaluate, and is assumed
here to correspond to the crack density qcc = 1, and tl and tg

are adjusted so that the maximal permeability increase due
to damage does not exceed 4 orders of magnitude.

The permeability evolutions for both gas and water ver-
sus the saturation degree as given by the model are illus-
trated in Fig. 2 with the following values: X = 1 	 10�3,
/p = 0.15, kmg(Sl = 0) = 1 	 10�16 m2, kml (Sl = 1) = 1 	
10�2 kmg(Sl = 0) m2, tl = 3, tg = 3. As expected, it is
observed that the crack-induced increase of permeability
to water appears for higher saturation degrees, that is,
when water progressively saturates the microcracks. This
increase is more marked and occurs on a larger saturation
degree domain for higher values of damage variable. The
impact of damage is comparatively more pronounced on
the permeability coefficient to gas. Indeed, due to the
hypothesis concerning the drainage of microcracks in the
first stage of desaturation, this transport property signifi-
cantly augments relative to the undamaged case when the
volume fraction of emptied microcracks becomes greater
than the percolation threshold.
2.2.3. Estimation of the isotherm adsorption curves

We propose in this section to estimate the isotherm
adsorption curves Sl(hr,T,q) by incorporating basic micro-
structural information in terms of pore size distribution,
and by taking into account the effects of temperature
change on certain physical properties (in particular, T

appears in the expressions of water density and gas–liquid
interfacial tension). Such approach is already available for
example in [11] where a 3D polydispersed overlapping
sphere assemblage system is used to represent the porosity
as measured by experimental techniques like mercury intru-
sion porosimetry (MIP). In this paper, a more simple
description of the microstructure is retained, where the
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Fig. 2. Evolutions of the permeability coefficient for water (left) and for gas (r
density parameter q.
main pore size domains characterizing the cementitious
materials are directly represented by appropriate normal-
ized distribution functions. Moreover, it is supposed that
the additional porosity consecutive to crack opening affects
significantly the isotherm adsorption curves, and is intro-
duced by means of a pore size domain centred on a much
larger size than the greater one of the undamaged material.
The effects such as ink bottle and pore-blocking (see e.g.
[29]), leading in particular to hysteresis loops in the
Sl(hr,T,q) curves when the material is submitted alterna-
tively to adsorption and desorption (wetting–drying paths),
are not considered in this study. The objective of this sim-
plified approach is to introduce a more realistic representa-
tion of the adsorption curves than the classical curves Sl

(hr) generally retained in coupled THM models. In partic-
ular, it is expected that the effects of microcrack porosity
on the adsorption curves will be limited as the size domain
of these microcracks corresponds to large meniscus radius
and then to relative humidity near to 1. However, a better
numerical resolution of the equations of the THM model
requires for the mathematical representations of the
adsorption curves to be continuous and their derivatives
with respect to T and Sl to be also continuous, since they
explicitly appear in the formulation. Let us define the func-
tion f(r) which is generally employed to express the MIP
results in the form:

f ðrÞ ¼ oV ðrÞ
o lnðrÞð Þ ¼ r

oV ðrÞ
or

; ð18Þ

where V(r) is the cumulative volume of accessible pores (in
the sense of MIP process) having radii r0 6 r. In practice,
f(r) permits to emphasize the pore size domains which are
dominant in the material. Due to the presence of multiple
pore size classes in typical cementitious materials, we
decompose f(r) into f(r) = kifi(r) with ki a positive scalar
and fi(r) the pore size function characterizing the ith pore
class. In this study we limit the number of classes to 3 (2
classes for the sound material and the third one for the
crack-induced porosity), but additional classes may be con-
sidered without difficulty. Among the large diversity of size
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Fig. 3. Evolutions of the adsorption curves for different values of crack-induced porosity /c (left) and for different temperatures (right); experimental data
at 20 �C for an ordinary concrete [24].
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distribution functions proposed in the literature, we pro-
pose to use the Schulz distribution defined as (see e.g. [19]):

fiðrÞ ¼
1

Cðmi þ 1Þ
mi þ 1

Ri

� �miþ1

rmi exp �mi þ 1

Ri
r

� �
ð19Þ

where C(x) is the Gamma function, Ri is the average radius
of the class i such that Ri ¼ Rh ii with X ðRÞh ii ¼R1

0
X ðRÞfiðRÞdR. When the positive parameter mi is limited

to integer values, we have C(mi + 1) = mi!; in the sequel
this restriction will be adopted for the sake of simplicity.
The distribution becomes sharper when mi increases, and
the limit case mi ?1 corresponds to a monodisperse
distribution. We further define the volume of size distribu-
tion function i as V iðrÞ ¼

R r
0
ðfiðRÞ=RÞdR, such that

V(r) = kiVi(r). Vi(r) is then the cumulative volume fraction
of pores belonging to the class i and having a radius r0 6 r.
With the simplification mi = mf for all the pore classes, the
following expression is obtained for Vi(r):

V iðrÞ ¼
�ji

mf
expð�jirÞ

Xmf

j¼1

ðjirÞj�1

ðj� 1Þ!� 1

" #
ð20Þ

with ji ¼ ðmf þ 1Þ=Ri. The saturation degree Sl (r) corre-
sponding to the volume fraction of pores with radius lower
than r filled by water is simply expressed by Sl(r) = V(r)//.
Note that / takes the following form:

/ ¼ V ðr!1Þ ¼ kiji

mf
ð21Þ

Denoting by /i the pore volume associated with the class i,
we have /i = (kiji)/mf (without sum), and then the param-
eters ki may be identified by the relation:

ki ¼
mf /iRi

mf þ 1
ðno sumÞ ð22Þ

Ri are identified experimentally by exploiting for example
the MIP results. For this approach to be applicable, it re-
mains to connect the pore radius r to the variables hr (or
pc) and T. This is done by appealing to the Kelvin’s law
(Eq. (14)) and to the Laplace equation given by
pc ¼ ð2rgl cos HÞ=�r, where rgl is the gas–liquid interfacial
tension, H is the contact angle between the gas–liquid inter-
face and the solid phase, and �r is the mean curvature radius
of the gas–liquid interface. It is generally assumed that
H = 0 for cementitious materials (see e.g. [30]), and the La-
place equation may be classically rewritten as

pc ¼
2rgl

r � t
ð23Þ

where t is the thickness of the adsorbed water layer depend-
ing on the relative humidity hr. Because of the presence of
this adsorbed water layer (except when hr � 0), the radius
of the gas–liquid interface meniscus is obtained by reducing
the pore radius by t, and then �r ¼ r � t. From Eqs. (14) and
(23), we have:

r ¼ � 2rglMv

qlRT ln hr
þ t ¼ 2rgl

pc

þ t ð24Þ

which permits to write explicitly Sl(pc,T,q) = V(pc ,T,q)//.
In these relations, rgl and ql are assumed to depend only on
T, and t only on hr; expressions based on experimental data
and drawn from literature are given in Appendix A. The
method is illustrated in Fig. 3 where Sl(hr,T,q) curves are
presented for different values of crack-induced porosity
/c (left), and for different temperatures up to 200 �C
(right). The basic parameters of the model are set to the fol-
lowing values: R1 ¼ 1:8	 10�9 m, /i = 0.12; R2 ¼ 20	
10�9 m, /2 = 0.07; R3 ¼ 500	 10�9 m (this pore class cor-
responds to the crack-induced porosity), and mf = 3, such
that the adsorption curve corresponding to undamaged
material at 20 �C is close to the one obtained experimen-
tally for a similar ordinary concrete in [24] (Fig. 3 right).
It is clear from Fig. 3 that both damage-induced porosity
and temperature affect significantly the Sl(hr,T,q) curves.
Whereas the impact of /c increases as a function of hr,
the effects of T appear more important for intermediate
hr (this last point is in accordance with [11]). Again, it is
emphasized that the effects of damage on the adsorption
curves may be at first glance viewed as a reduction by a
certain factor of the initial curves, as the size domain of
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damage porosity only affects the hr range near 1. Neverthe-
less this permits to conserve a mathematically well-defined
expression of Sl(hr,T,q) in the equation set of the THM
model, which improves their numerical resolution. It will
be shown in the numerical simulation section that taking
into account these evolutions of Sl (hr,T,q) (in particular
those resulting from T) has a considerable influence on
the results.
2.3. Heat equation

The entropy conservation equation is classically written
in the form (see e.g. [2]):

T
oS
ot
þr � ðslwl þ svwvÞ

� �
¼ �r � q ð25Þ

where S = Ss + mlsl + mvsv is the total entropy of the sys-
tem; Ss, sl and sv are the entropy of the solid skeleton, water
and vapor, respectively; q is the heat flux. The state equa-
tions for the fluid and solid phases take the form:

sl ¼ sl0 þ Cpl ln
T
T 0

; sv ¼ sv0 þ Cpv ln
T
T 0

� R ln
pv

pv0

;

Ss ¼ mdssds þ d0 � dð Þsbw ð26Þ

where Cpl and Cpv are the mass heat capacities of the free
(bulk) water and vapor; mds is the mass of cement and
aggregate per unit volume; (d0 � d) represents the total
mass of bound water and sbw its entropy; sds = sds0 +
Cds ln(T/T0) is the entropy of the dry solid phase with Cds

its heat capacity. Introducing these state equations into
Eq. (25), we obtain:

cðSl; dÞ
oT
ot
þ ðwlCpl þ wvCpvÞrT � wv

qv

� rpv

¼ �r � q� Ll!vll!v � Ls!l
_d ð27Þ

where c(Sl,d) = mdsCds + /qlSlCpl + /qv(1 � Sl)Cpv +
(d0 � d)TCbw is the heat capacity of concrete, and Cbw is
the heat capacity of the bound water. (wlCpl + wvCpv)$T
and wv/qv$pv are the heat transported by fluid convection
and heat dissipation due to the liquid phase compressibil-
ity, respectively, which are both negligible [31].
Fig. 4. Concrete cylindrical specimens (left) and sensors
Ll?v = T(sv � sl) is the heat of vaporization and, by anal-
ogy, Ls?l = T(ss � sbw) is the heat of dehydration [32].
The heat flux is classically expressed via the Fourier law as:

q ¼ �kðSl; dÞrT ð28Þ

with k the thermal conductivity. Relations and values of
the various parameters introduced in this section are given
in Appendix A. Finally, the heat equation is rewritten as

cðSl; dÞ
oT
ot
¼ r � ðkðSl; dÞrT Þ � Ll!vðT Þll!v � Ls!l

_d ð29Þ
3. Numerical simulations

3.1. BETHY experiments

The BETHY experiments were conceived with twofold
objectives: to measure the water mass loss of a non-rein-
forced concrete structure (in this case the specimens have
a size of the order of meter) during the test and to investi-
gate the effects of a high heating rate on the behavior of this
structure. This last aspect is envisaged keeping in mind the
objective of investigating the structure response in the tran-
sient domain regarding mass transfers and temperature
gradients. The fact that no external mechanical loading is
applied allows focusing on the effects of thermo-hydric
loadings and their mechanical consequences. The speci-
mens consisted in concrete cylinders with height and diam-
eter of 0.80 m (without steel reinforcement), with a mass of
nearly 1000 kg (see Fig. 4 left). These specimens were
instrumented so as to quantify in several points placed
radially in the median plan (the plan perpendicular to the
revolution axis at mid-height) the evolutions of tempera-
tures and gas pressures (Fig. 4 right); moreover the mass
loss of the whole structure was measured continuously.
Gas pressure characterization is of interest as this parame-
ter is suspected to be largely involved in phenomena linked
to spalling, known to appear for moderate to high temper-
atures. The specimen were subjected to thermal loading
consisting in a linear increase of the oven temperature from
ambient to 160 �C, followed by a plateau at 160 �C up to
about 160 h. Two heating rates were considered: 0.1 and
located inside the specimens before casting (right).



2856 B. Bary et al. / International Journal of Heat and Mass Transfer 51 (2008) 2847–2862
10 �C/min. The composition of concrete with w/c ratio of
0.62 is given in Appendix A. The water released during
dehydration process was measured to d = 0.39
(T � 60) + 1.72 (in kg/m3) if T P 60 �C and d = 0 other-
wise. The permeability to gas which evolves as a function
of the temperature is directly expressed via the quantity
of dehydrated water d. It has been estimated from measure-
ments at ambient temperature after heating as: kmg =
1 	 10�15exp(0.01d) m2. The initial porosity obtained by
mercury intrusion porosimetry is /0 = 0.19. The Young
modulus determined at ambient temperature after heating
varies linearly from 26.5 GPa at 20 �C to 17.0 GPa at
160 �C. The experimental thermal conductivity for the
totally desaturated material varies linearly from 2.3 to
1.9 W/m/�C between 60 and 160 �C. It is further assumed
that the water released at 60 �C is only free water (and con-
sequently dehydration is not initiated, in agreement with
the test results) and the thermal conductivities at 20 �C
and 60 �C are equal for the dry material. Then, the evolu-
tion of this parameter in partially saturated conditions is
proposed as a function of Sl and d as k (Sl,d) = k60 + [Sl/
S l0(k20 � k60)] � kdd, where kd = 9.83	10�3 is the slope
of the linear experimental curve k(Sl = 0, d), k60

(Sl = 0,d = 0) = 2.3 W/m/�C and k20(Sl0,d = 0) = 2.7 W/
m/�C. More details and some other useful parameters are
given in Appendix A.

3.2. Simulation of the BETHY experiments

The model developed in Section 2 is applied to the sim-
ulation of the BETHY experiments. The equations of the
model are solved iteratively and successively by means of
the classical finite element method and an implicit scheme
for the time space in the Cast3m code developed at CEA.
Thermal loading is applied at the specimen surfaces via a
0.40 m 

revolution axis 

0.40 m 

Fig. 5. Boundary conditions and m
convection condition, and a coefficient h = 25 W/m2/K is
retained in the study. This constant coefficient is adjusted
so that the experimental temperature evolution measured
at the nearest point from the surface is close to the simu-
lated one. The constant vapor pressure pv = 3000 Pa is pre-
scribed at the sample boundary, and since the saturation
vapor pressure augments with T, it leads to a decrease of
hr. This condition is equivalent to considering that the
vapor which migrates and arrives at the specimen surface
becomes in the same pressure state than the one of the
ambient atmosphere (or that the corresponding convection
coefficient is infinite). It is also similar to prescribing an
evolution of hr (or Sl) as a function of temperature. Recall
that the vapor pressure inside the specimen may be here
interpreted as an overpressure with respect to the initial
atmospheric one. Simulations are carried out by using 8-
node quadrilateral elements in 2D axisymmetrical formula-
tion. Due to the symmetries of the structure and of the
boundary conditions, only a quarter of it is considered in
the computations. The boundary conditions and the mesh
composed of 4900 elements are represented on Fig. 5. We
present hereafter some of the numerical results obtained
in the case of a heating rate of 0.1 �C/min from 30 to
160 �C. It is worth mentioning that the one-month period
of drying following the specimen fabrication and preceding
the test is simulated by imposing a temperature of 25 �C
and a constant vapor pressure of 2500 Pa at the specimen
surfaces. This permits to evaluate the non-homogeneous
initial saturation degree and capillary pressure distribu-
tions inside the structure at the beginning of the heating
stage. Homogeneous initial conditions for temperature
(25 �C) and for relative humidity (0.96, corresponding to
a saturation degree of about 0.92) are assumed at the onset
of the drying phase. The simulated mass loss of water dur-
ing the heating stage obtained by setting kml(Sl = 1) = 1 	
T prescribed 
(convection) and
pv prescribed 
(3000 Pa) 

median plan

esh used for the computations.
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10�2 	 kmg(Sl = 0) is depicted against time on Fig. 6, and is
compared with experimental data for the whole structure.
The expression of the water mass loss x is given by:

x ¼ ðqi/iÞ0 þ d � ð1þ eÞðqi/iÞ with i ¼ fl; vg ð30Þ
With this adjusted value of kml for Sl = 1, the numerical re-
sults appear to be in good agreement with experimental
ones, except in the first hours of heating where they are
somewhat overestimated. Note that the initial mass of the
specimen is x0 = 981 kg, and then the percentage of mass
loss is simply given by x/x0 	 100.
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Fig. 6. Experimental and computational mass loss of water as a function
of time for a heating rate of 0.1 �C/min.
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Fig. 7. Experimental (dashed and dotted lines) and computational (continuous
points situated near the surface (a), at r = 0.35 m (b), r = 0.25 m (c) and r = 0
On Fig. 7 are shown the computational evolutions of the
temperature at different points located in the median plan
of the specimen (near the surface (a), at r = 0.35 m (b),
r = 0.25 m (c) and r = 0.1 m (d) from the revolution axis),
and the corresponding experimental measures. It can be
observed that the simulated temperatures are in good
agreement with the experimental ones for the points situ-
ated near the surface of the specimen (note that the thermal
convection coefficient has been adjusted for that purpose),
whereas some differences appear for the points closer to the
revolutions axis. The major distinctions occur after about
50 to 100 h, where the simulations systematically overesti-
mate the temperatures. One reason could be that the spec-
imen is severely damaged in this zone (as is corroborated
by the numerical results, see Fig. 9), modifying the thermal
properties of the material, and in particular the thermal
conductivity. Another causes may be that the convection
coefficient H varies with temperature, and that heating is
not homogeneous due to the presence of the door oven
(as indicated by the discrepancies between experimental
data obtained for different points situated at the same dis-
tance from the revolution axis, see Fig. 7).

On Fig. 8 are shown the experimental and simulated gas
pressures at the points situated at r = 0.25 m and r = 0.1 m
from the center of the specimen median plan. The confron-
tation reveals that the numerical gas pressure for the point
at r = 0.25 m is in relatively good accordance with experi-
ments, whereas the simulations largely overestimate the
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gray line) evolutions of the temperature as a function of time for different
.1 m (d) from the revolution axis in the median plan of the specimen.
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pressures at the other point. In this latter case it is worth
mentioning that the experimental data may be criticized
for exhibiting negative values; moreover, it can be observed
a brusque decrease of the pressure at about 40 h, which
may again be explained by the development of crack poros-
ity which augments the volume accessible to gas and then
may lessen its pressure. The model is not able to capture
this feature but reproduces the reduction of saturation
degree consecutive to this crack porosity growth. It should
be noted that similar discrepancies between experiments
and simulations are reported for example in [13] with the
use of a more complete formulation describing water and
gas transfers. Fig. 9 presents the damage pattern (left)
and the Biot coefficient distribution (right) obtained at
the end of the testing period (200 h). The specimen exhibits
a significant cracking in its median plan, and in a lesser
extent near its boundaries and along the revolution axis.
A scrutiny of damage development shows that the main
horizontal crack initiates in the vicinity of the revolution
axis in the median plan at about 15 h, then kinks and prop-
agates vertically near the surface at about 40 h up to nearly
80 h (the structure geometry implies that this vertical crack
would take place all around the specimen); after this time
Fig. 9. Damage pattern (left) and Biot co
this macrocrack does no more evolve. Obviously further
experimental investigations would be necessary to validate
such damage scenario. Whereas surface cracking can be
attributed only to drying effects, internal damage results
from the action of thermo-hydric gradients. More pre-
cisely, the main horizontal crack initiation is undoubtedly
caused by the mechanical consequences of temperature
gradients. Some verification has indeed proved the absence
of positive pore pressure that would follow from a com-
plete resaturation and capable to generate tensile stresses
in the damaged zone. Moreover, drying effects tend to com-
press the central zone of the specimen and then reduce the
tensile-induced stresses due to temperature gradients. The
second phase of the main crack propagation (after its bifur-
cation) results from a combined action of both temperature
and capillary pressure gradients. The former are less
important than in the first stage due to more homogeneous
temperatures, and the latter lead to considerable tensile
stresses in the skeleton. Then, damage induced by both
thermal and hydric loading appears to affect significantly
the mechanical integrity of the structure. However, as no
macrocracks reach the surface of the specimen, it is
believed that their influence on the mass transfers is limited
since no additional preferential paths for vapor and liquid
migration are created (with the exception of the slight sur-
face damage caused by drying). As expected, an important
decrease of the Biot coefficient in both damaged and low
saturated zones is observed in Fig. 9 (right). On the oppo-
site, the higher values are located in the less desaturated
and undamaged zones.

In order to study the influence of certain parameters on
the results, several new simulations are carried out with the
following configurations: the isotherm adsorption curve
does not vary with temperature and damage (Sl(hr,T,q) 

Sl(hr,T = 30 �C,q = 0), denominated ‘Sl ini’), X = 0 (this
case is equivalent to neglecting the crack-induced porosity),
and the terms involving mechanics are removed from the
mass conservation equation of water (designated as
‘uncoupled’). We present the computational water mass
loss and the gas pressure evolutions at r = 0.25 m from
the center of the specimen obtained for these different con-
efficient distribution (right) at 200 h.
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figurations and the ‘reference’ one detailed previously in
Figs. 10 and 11, respectively. The main conclusions which
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Fig. 12. Experimental and numerical water mass loss (a) and temperatures at d
heating rate of 10 �C/min.
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Fig. 10. Experimental and numerical mass loss of water in the following
configurations: same parameters as in Fig. 6 (‘reference’), X = 0, no effect
of damage and temperature in the adsorption curve (‘Sl ini’), no
mechanical coupling in the mass conservation of water (‘uncoupled’).
can be drawn from the numerical results are as follows.
All configurations give nearly the same water mass loss
evolution except the case ‘Sl ini’ which differs significantly.
The configurations ‘Sl ini’ and X = 0 affect importantly and
moderately, respectively, the gas pressure evolutions with
respect to the reference case. On the opposite, the ‘uncou-
pled’ configuration is very close to this reference case,
which means that, given the uncertainties on some of the
most influential parameters, the complexity introduced in
the model when taking into account the mechanical cou-
pling in the mass balance equation for water may be
neglected. Conversely, the adsorption curve appears to be
of great importance in the simulations and should then
be carefully evaluated.

Finally, to close this study we present in Fig. 12a both
computational and experimental (on two different speci-
mens) evolutions of water mass loss obtained in the case
of the heating rate of 10 �C/min up to 160 �C. Except this
loading condition, all parameters are unchanged with
respect to the case with the heating rate of 0.1 �C/min.
The comparison shows a good agreement between experi-
ments and simulations. Fig. 12b presents the numerical
and experimental variations of temperature at 3 different
points situated in the median plan of the specimen. Again,
it is observed that the simulations overestimate the experi-
mental temperatures after about 30–40 h. Last, Fig. 13
depicts the numerical evolutions of gas pressures as a func-
tion of time for the two heating rates considered in this
study, and for several points in the median plan. It is
observed that the differences between the two cases reside
essentially in kinetics aspects, i.e. a faster increase and
decrease of pressures with same maximal magnitude for
the higher heating rate. Unfortunately, the gas pressure
sensors have rapidly dysfunctioned and no experimental
results are available for this loading case for a comparison
with the simulations. Globally, the behavior of the speci-
men with a heating rate of 10 �C/min seems not to be fun-
damentally different from the one with 0.1 �C/min, as
attested by numerical results and by experimental data.

To summarize the numerical results, in the case of the
tested specimens and the considered temperature range,
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Composition kg/m3

Sand 0/5 788
Aggregate 5/12.5 309
Aggregate 12,5/25 767
Ciment CEM II 55 PM 340
Plasticizer: plastiment HP 1.22
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Fig. 13. Comparison of numerical gas pressures at different points located
in the median plan of the specimens subjected to heating rates of 0.1 and
10 �C/min.
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the interest of taking into account the consequences of
damage on the various physical properties appears to be
modest when the purpose is to characterize the mass trans-
fers and the temperature response in the transient phase of
thermal loading. Of course, the conclusion is different
regarding the mechanical integrity of the structure, or in
the case where the structure is subjected to pressurized
gas loading. The simplified model (i.e. with only one mass
conservation equation) seems to be able to correctly repro-
duce the major phenomena; a further simplification may
even be incorporated by neglecting the mechanical term
in the mass balance equation for water. Not surprisingly,
the adsorption curves and their evolutions, in particular
as a function of temperature, have a considerable impact
on mass transfers in the transient phase of thermal loading.
These curves then play an important role in the global
THM behavior of concrete structures in such loading con-
ditions, as the saturation degree is involved in numerous
physical properties of the material.
4. Conclusions

This paper presents a simplified THM model capable of
reproducing the main features of the thermo-hydric behav-
ior in the transient phase of concrete subjected to moderate
heating. The simplification resides in the fact that the gas-
eous phase is assumed to be composed only of vapor,
which allows to combine the two mass conservation equa-
tions for water and vapor into a single one. An isotropic
damage model relying on a microcrack description by
means of randomly oriented penny-shaped ellipsoids is
introduced and permits to estimate the mechanical param-
eters, Biot coefficient and permeability evolutions as a
function of damage and saturation degree. The model is
applied to the simulation of large concrete specimens sub-
jected to heating rates of 0.1 and 10 �C/min up to 160 �C.
Numerical results appear to be in relatively good agree-
ment with experimental ones in terms of water mass loss
and temperatures, and reproduce qualitatively the evolu-
tion of gas pressures as a function of time.

A numerical study reveals that the adsorption curve
affects importantly the results; in particular, its dependence
upon temperature and to a lesser extent crack-induced
porosity should be precisely taken into account. On the
opposite, the mechanical coupling terms appearing in the
mass balance equation of water seem to have only a minor
impact on the results and, given the complexity they intro-
duce in the model and the uncertainties regarding other
more influential parameters, they may be neglected in prac-
tice. The damage effects on the thermo-hydric behavior of
the considered structure appear to be moderate, while the
macrocracks affect considerably the mechanical response.
In addition, the simulations show that the main cracks
are first caused by temperature gradients, and then propa-
gate due to a combined action of temperature and capillary
pressure gradients.
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Appendix A

Composition of the concrete:
In the sequel are listed the expressions retained for
parameters and functions used in the numerical
simulations.

Gas permeability coefficient kmg [28]:

kmg ¼ k�mgkrg 1þ a
pg

 !
in m2 with k�mg ¼ kmgðSl ¼ 0Þ

ðA:1Þ

where pg is the gas pressure and a a coefficient. The relative
permeability to gas krg reads [27]:

krgðSlÞ ¼ ð1� SlÞpð1� S1=m
l Þ

2 m ðA:2Þ

in which the coefficients identified on a CEM I concrete
with w/c = 0.48 are: a = 11.1, p = 5.5 and m = 0.56 [28].
Expression for the relative permeability to water krl [27]:

krlðSlÞ ¼
ffiffiffiffi
Sl

p
ð1� ð1� S1=m

l Þ
mÞ2 with m ¼ 0:5 ðA:3Þ
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Expression of the water density, saturation vapor pressure
and heat of vaporization [33]:

ql ¼ 314:4þ 685:6 1� T � 273:15

374:14

� � 1
0:55

" #0:55

in kg=m3

ðA:4Þ

pvsðT Þ ¼ patm exp 4871:3
T � 100

373:15ðT þ 273:15Þ

� �
in Pa ðA:5Þ

Ll!v ¼
2450:25� 6:434T

1� 0:0019; 057T � 7:0024	 10�7T 2
in kJ=kg

ðA:6Þ
Expression of gas–liquid interfacial tension [34]:

rgl ¼ 0:1558 1� T
647:1

� �1:26

in N=m ðA:7Þ

Expression of the dynamic viscosities [35]:

glðT Þ ¼ 2:414	 10�5 exp
570:58058

T þ 133:15

� �
in kg=m=s

gvðT Þ ¼ 3:85	 10�8T þ 10�5 ðA:8Þ

Expression of the thickness of the adsorbed water layer
[36]:

t ¼ 3:85� 1:89ðlnð� lnðhrÞÞ in Å ðA:9Þ
Expression of the heat capacity of dry solid phase:
Quantity of bound water
 0.9 	 0.21 	 mass
of cement
Heat of dehydration Ls?l
 2500 kJ/kg

Heat capacity of anhydrous

cement Cc
760 J/(kg �C)
Heat capacity of aggregate Cg
 840 J/(kg �C)

Heat capacity of free water Cpl
 4184 J/(kg �C)

Heat capacity of bound water Cbw
 3760 J/(kg �C)

Heat capacity of dry solid phase

Cds
(Cc mc + Cgmg)/
(mc + mg)
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